# Contributions and Implications of this Research

This research presents a novel, privacy-preserving solution to the long-standing challenge of reliable human presence detection, particularly where traditional PIR sensors struggles to detect stationary occupants.

### Novelty and Innovation:

A low-resolution thermal sensor (Omron D6T-32L-01A) was deliberately chosen to preserve user privacy, as it captures no identifiable features, making the system suitable for sensitive indoor environments such as restrooms, bedrooms, or offices.

The system introduced an Exponential Moving Average (EMA)-based adaptive background subtraction mechanism, enabling it to dynamically distinguish between human presence and static ambient heat sources such as radiators, electronics, or plumbing fixtures. Unlike static background modeling, this technique learns the thermal baseline empirically, adapting in real-time to both radiator-present and radiator-absent environments.

Empirical testing showed that the EMA-based background model required approximately 12 seconds (60 frames at 5 FPS) of human-free observation to converge to a stable thermal profile. This made the system highly responsive and self-correcting, capable of quickly adapting to new environments or thermal shifts without manual calibration. Crucially, the algorithm automatically halts background adaptation when a human is detected, preventing occupancy from being absorbed into the baseline model, a common failure mode in conventional systems.

This fast, adaptive learning approach allowed the model to maintain high accuracy in thermally cluttered indoor conditions, delivering robust presence detection even in spaces previously considered challenging for thermal-based systems.

### Practical Impact:

By leveraging a Temporal CNN architecture, the model was able to capture both spatial and temporal thermal features, enabling it to detect both motion and static presence — a known limitation in traditional PIR sensors that rely primarily on motion for detection.

The full solution was successfully deployed on both Raspberry Pi (high-end edge platform) and ESP32-S3 (low-power embedded microcontroller). Even after quantization and background suppression removal on the ESP32, the model retained 94% real-time accuracy, proving its robustness and scalability for commercial use.

### Broader Implications:

The system addresses **key challenges in privacy, reliability, and energy-efficient automation**, making it highly applicable to smart homes, workplaces, and elderly care settings.

It bridges the gap between **academic research and industrial deployment** by demonstrating that deep learning models can be effectively compressed, optimized, and deployed in **real-world IoT environments** without sacrificing reliability.

### Impact on Industrial and Academic Communities:

The work directly contributes to **Wygwam’s innovation pipeline**, influencing their R&D direction toward AI-driven, privacy-conscious sensing technologies. Academically, it serves as a **blueprint for translating theoretical machine learning models into practical, deployable systems** through rigorous design, optimization, and validation, showcasing how academic research can drive real-world innovation.

# Limitations

While the system demonstrated high performance and broad applicability, several limitations remain:

1. **Simplified Model for Embedded Deployment**

The ESP32-S3 version required model simplification and INT8 quantization. As a result, the background subtraction module was excluded, slightly reducing accuracy in thermally cluttered conditions.

1. **Limited Environmental Diversity in Testing**

Testing was limited to indoor conditions (e.g., offices, bedrooms, washrooms). The model’s generalizability to **outdoor environments, overlapping occupants,** or **extreme temperature gradients** remains unverified.

1. **Thermal Sensor Constraints**

The Omron D6T sensor has a **limited detection range (~3 meters)** and a low resolution (32×32). While this preserves privacy, it also restricts the larger room coverage. To enable full-room coverage, a **multi-sensor network architecture** or **sensor fusion** may be required.

1. **No Evaluations on Pets or Dense Crowds**

The current system assumes a limited number of human occupants. Scenarios involving **pets, children, or densely populated environments** were not tested and may introduce ambiguity or reduced performance.
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